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As a feasible mechanism against link-layer errors, Forward Error Correction (FEC) scheme has been suggested for satellite channel. However, the existing FEC scheme cannot lead to the optimal throughput gain of TCP when a satellite link is in an unsteady state. In particular, if FEC applies a larger amount of redundancy to recover the most corrupted packets, too much bandwidth has to be consumed to send the overlarge redundant information. On the contrary, if FEC uses a lower amount of redundancy in order to fully utilize the available bandwidth to send the more user data, a higher residual packet loss rate will be incurred. This paper introduces an effective cross-layer approach to overcome the drawbacks of the existing scheme. In the scheme, a maximum header scope is defined to cover all protocols’ headers of every MAC frame, and the FEC decoder only identifies the integrity of the header scope and leaves the validation of frame payload to TCP. Thus a lower amount of redundancy can be used to significantly reduce the residual packet loss rate as well as the unnecessary consumption of the available bandwidth. Simulation result shows that the proposed scheme can significantly reduce the throughput jitter of TCP while the satellite link is in an unsteady state or when a non-optimal amount of redundancy is applied by FEC, compared to the existing approaches.
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I. Introduction

Satellite link is generally featured by long propagation delay, large bandwidth-delay product and high Bit Error Rate (BER). At present, the two types of satellites, Geostationary Earth Orbit (GEO) and Low Earth Orbit (LEO), are mostly used in the satellite networks. The one-way propagation delay is about 250 ms for the GEO satellite and 10–100 ms for the LEO satellite [1].

It is noted that the average bit error rate of satellite link ranges from $10^{-8}$ to $10^{-5}$, and higher $10^{-6}$ to $10^{-2}$[1], which are much higher than those of terrestrial links. Thus Forward Error Correction (FEC) scheme has been suggested for error recovery over satellite channels [3].

The main drawback of FEC is that it consumes some extra bandwidth to transmit the redundant information. Therefore, there is an optimal amount of redundancy to add for a certain level of BER, above which the end-to-end throughput of TCP will degrade [7],[8]. However, the spatial BER is easily influenced by random factors. It means that the BER sometimes varies at a wide range randomly, and the optimal amount of FEC redundancy cannot be a static value as well. This implies that we cannot tightly track the variation of BER in time, unless the satellite link is in a very steady state. Thus the bit errors cannot be completely recovered by FEC redundancy if a higher throughput is expected.

On the other hand, the conventional Transmission Control Protocol (TCP) tends to suffer from performance degradation in wireless networks, since any corrupted packets are also regarded as the indication of network congestion. Hence some corruption-aware TCP variants,
such as [10],[11], have been presented for this issue. Based on above analysis, we argue that it may be preferred to apply a corruption-aware TCP variant over the FEC scheme with a lower amount of redundancy rather than the existing approaches (e.g., TCP Westwood+ [4], TCP SACK [5], TCP Peach [6], etc., over the FEC scheme with a higher amount of redundancy) for the satellite network with a high BER. The core problem is that those corrupted packets will be directly discarded by FEC decoder before they are delivered to the TCP receiver, even if the corruption-aware TCP is used.

This paper introduces an effective variant of FEC and presents a cross-layer approach between the revised FEC and corruption-aware TCP to further improve the throughput performance of satellite network and reduce the throughput jitter resulted from the variable residual packet loss rate of the existing scheme. In the proposed scheme, a maximum header scope is defined to cover all protocols’ headers of every MAC frame, and the FEC decoder only identifies the integrity of the header scope and leaves the validation of frame payload to TCP. Thus the frames with valid header scope can be still passed to a corruption-aware TCP variant of the destination without checking the field of Frame Check Sequence (FCS). Therefore, the corruption-aware TCP receiver can feed corruption information back to the sender so as to trigger the prompt retransmissions with unchanged congestion window (cwnd) at sender side.

With this scheme, even if the carried redundancy is not the optimal amount for every FEC codeword, the enhanced throughput and decreased throughput jitter could be expected because the residual packet loss rate incurred by corruption can be significantly decreased.

The rest of this paper is organized as follows. Section II briefly represents the related works. In Section III, we describe the proposed scheme. Section IV shows some simulation results and section V concludes this paper.

II. Related Works

Generally, FEC encoder fragments a frame packet into several code words and sends redundancy along with the original data, so that the corrupted original data can be recovered from the redundancy without retransmission if only the redundancy amount is enough.

The significant FEC example for satellite networks is BCH code. BCH encoder encodes $k$ data bits into an $n$-bit code word by adding $n-k$ parity checking bits for the purpose of recovering some errors. Given the length of a BCH code word, say $n=2^m-1$ for any integer $m \geq 3$, we will have $t$ (where $t<2^m-1$ and $n-k \leq mt$) that is the bound of the error correction. That is, BCH decoder can correct any error bits (burst or separate) less than $t$ within an $n$-bit BCH codeword; otherwise, the whole frame packet, which might have been separated into several code words, won’t be reassembled by FEC decoder. In general, we denote a specific BCH code as BCH $(n, k, t)$ and denote its code rate as $km$.

In recent years, FEC has attracted the much attention due to substantial underlying error conditions of wireless/satellite channel. However, increasing the level of FEC redundancy has dual effects on end-to-end throughput performance. On one hand, it increases the achievable throughput since the throughput is a monotonic increasing function of the level of FEC redundancy. On the other hand, it decreases the effective channel bandwidth because the effective channel bandwidth is opposite to that level. Hence end-to-end throughput is maximized when the effective channel bandwidth becomes equal to the maximum achievable throughput.

To mitigate the throughput degradation due to overhead FEC redundancy, some studies have investigated the performances of cross-layer approaches to optimize the end-to-end throughput over wireless links with high BER.

LT-TCP [13] presents an end-end mechanism to separate the congestion indications from the wireless packet erasures, by exploiting Explicit Congestion Notification (ECN) [14]. This scheme is built on top of TCP-SACK and depends on SACK, and a dynamically adaptive FEC scheme is used so that redundancy can be tuned based on the measured error rate. In the scheme, the residual packet errors are tackled by an enhanced retransmission scheme using reactive FEC repair packets to complement proactive FEC and SACK retransmission. In addition, the scheme dynamically changes the MSS to tailor the number of segments in the window for optimal performance.

The study in [15] introduces a hybrid model between FEC and ARQ-SR (Automatic Repeat Request with Selective Repeat) at link level in order to counteract the drawbacks of both FEC and ARQ, which usually retransmits a complete packet to correct a small piece of erased data so as to increase the RTT (but consumes extra bandwidth only when packets are lost) and deteriorate the performance of TCP.

The hybrid scheme of FEC and ARQ-SR can (i) reduce the retransmission number of erased packets over wireless link, (ii) shorten the RTT and end-to-end delay, and (iii)
reduce the bandwidth wasted due to retransmissions as well as the amount of FEC redundancy, compared to the case when either of FEC or ARQ is used alone. This is done by tuning the parameters of a link-level hybrid FEC/ARQ-SR model so as to maximize the performance of TCP. A typical example of parameters to should be tuned is the amount of FEC redundancy and the maximum number of trials to allow ARQ to do before a packet is discarded in link layer.

L. Baldantoni, et al. [16] investigated the performance of an adaptive end-to-end packet-level FEC for recovering end-to-end losses. This scheme calculates the optimum ratio of redundancy according to the state of the connection, thus it can avoid the TCP back-off behavior.

On the other hand, from the perspective of transport layer some studies have been done against the corrupted packets, among which TCP HACK [10] is the original version of the corruption-aware TCP variants. TCP HACK uses two additional TCP options for data segment and duplicate acknowledgement (DUPACK). In particular, on reception of a data segment, TCP receiver first verifies the integrity of the whole segment by checking the inherent overall checksum. In case that the segment is corrupted, the receiver then identifies the integrity of the segment’s header by verifying the additional header checksum contained in the TCP option field. In this way, once corruption only occurs in a packet’s payload, the receiver can recover the available sequence numbers from the valid TCP header, and timely report it to the sender. Therefore, in wireless environment with a high BER, TCP HACK can prevent shrinking cwnd from corruptions.

However, TCP HACK [10] takes a real-time retransmission policy only, and cannot distinguish congestion from corruption by itself while the former occurs behind the later since all DUPACKs have the same cumulative ACK value.

TCP CAIAD [11] overcomes the problem of TCP HACK and introduces a new error and congestion control scheme using corruption-aware adaptive increase and adaptive decrease algorithm. In [11], the corrupted segments will be further processed by the transport layer of the receiver, and a duplicate ACK is used to explicitly indicate both a real-time corruption event and the congestion state of the link, by which the sender estimates the current corruption strength and increases the cwnd as per the different increments instead of entering fast recovery phase if only there is no unrecovered lost segments until then. Meanwhile, the slow start threshold of TCP CAIAD is estimated not only based on the amounts of the received integral packets but also based on the corrupted packets as per the interval of round trip time and only updated when the lost but not the corrupted segment is detected by the sender (since if the corrupted packets can arrive at the receiver side, they should reflect some available bandwidth at a certain extent as well). Therefore, TCP CAIAD [11] can estimate the network bandwidth more precisely and can significantly improve TCP performance over networks with wireless single hop.

III. Proposed Scheme

1. New protocol type value for the corruption-aware TCP variants

At present, any variant of FEC mechanism does not support the corruption-aware transport protocols, since all corrupted packets will be directly discarded by FEC decoder before they are delivered to transport layer.

To let FEC decoder cognize the type of the corruption-aware transport protocols, a currently unused type value can be assigned in related field of every frame header, e.g. "protocol type" field of the 802.3 MAC frame, while the frame is constructed at the sender side so as to show all intermediate nodes as well as link layer’s mechanisms (including FEC decoder) that the payload of this frame eventually will be processed by a corruption-aware TCP and ask to skip the validating of FCS field. For this purpose, link layer’s mechanisms may need a slight revision in order to cognize the new protocol type and extend the corresponding procedure to skip the CRC checksum for FCS. As a reference, the detailed structure of 802.3 MAC frame is shown in Figure 1.

2. Maximum header scope identified by FEC decoder

When a MAC frame arrives at the input of FEC mechanism, FEC encoder fragments the frame packet into several code words and sends redundancy along with the original data, so that the erased original data can be recovered from the redundancy without retransmission if only the redundancy amount is enough.

Therefore, we present here to classify the FEC code words into two classes, one is header class and the other is data class. All code words that compose of the frame header are classified into the header class, and the others are classified into the data class. For the code words of the header class, the ones with the erased bits more than error bound will be directly discarded, together with the
other code words belonging to the same packet (as does in existing FEC), since the packet header cannot be correctly recovered and may contain some wrong information. As for those code words belonging to the data class, even if they cannot be correctly recovered, the FEC decoder should still encapsulate them into the right packets that have the valid headers, and then still deliver the corrupted packets to the destination.

Nevertheless, since some IP headers may contain various option fields, the FEC decoder has no the capacity to cognize the detailed IP structure of every frame. Thus we have to define a possibly maximum header scope to cover all protocols' headers of each frame, and all code words that are fragmented from the header scope will be classified into the header class.

Further, we argue in this paper that the possibly maximum header scope should cover frame header, IP base header as well as the maximum length of IP option field, and TCP base header (where we do not take care of TCP option field, since the useful information, e.g. sequence number as well as checksum field, is contained in TCP base header).

In particular, if the FEC decoder lies on a wired network, the length of the possibly maximum header scope should be the sum of 14 bytes (frame header), 20 bytes (IP base header), 40 bytes (the maximum length of IP option field) and 20 bytes (TCP base header), which is equal to 94 bytes in total.

That is, as long as the FEC decoder correctly recovers the first 94 bytes' original data, the whole frame packet should be reassembled no matter whether the later part of this packet is corrupted or not. In this way, this scheme can significantly reduce the residual packet loss rate incurred by corruption, and those corrupted packets with the valid headers can be handled by the upper layer's corruption-aware TCP so as to feed the corruption information back to the sender.

### 3. Residual packet loss rates at the output of FEC

Typically a BCH code of FEC is denoted as \((n, k, t)\), where \(n\) indicates the length of each code word in bit, \(k\) denotes the bit number of original data contained in a code word and \(t\) expresses the upper threshold of the fault-tolerance (in bit) for a code word.

Let \(T\) is the actual number of the erased bits occurred in a code word, and then the code word's recovery rate can be found as:

\[
P(T \leq t) = \frac{1}{(1-p)^t} \sum_{i=0}^{t} \binom{n}{i} (1-p)^i (1-p)^{n-i}
\]

where \(p\) is BER. Let \(\alpha = (1-p)^t\), \(\beta = p(1-p)\), we can yield:
Given the packet size, say $L$, then the packet can be divided into $\left\lceil \frac{L}{k} \right\rceil$ code words, and the residual packet loss rate at the output of the existing FEC scheme can be written as:

$$P_L = 1 - P[T \leq t] = 1 - \alpha \sum_{i=0}^{\left\lceil \frac{L}{k} \right\rceil} \left( \sum_{j=0}^{i} \beta^j \right)$$

(2)

On the other hand, if we apply the FEC with a lower amount of redundancy and leave the most corrupted packets with the valid headers for the corruption-aware TCP to handle, then only the least corrupted packets with the corrupted headers will result in losses.

In particular, given a BCH code of $(n, m, t, \lambda)$, because $n = 2^{x-1}$ and $x = \log_2(n+1)$, thus a BCH code word usually has to carry every $\log_2(n+1)$ redundant bits to recover each error bit in most cases. Therefore, we can have $m = k + \lambda \log_2(n+1)$.

In the same way, for a packet which has a total size $L$ and a header scope $H$, the code word’s recovery rate $P[T \leq t, \lambda]$ as well as the packet loss rate $P_H$ can be computed as follows:

$$P[T \leq t, \lambda] = \alpha \sum_{j=0}^{\left\lceil \frac{L}{k} \right\rceil} \left( \sum_{j=0}^{i} \beta^j \right)$$

(4)

$$P_H = 1 - P[T \leq t, \lambda] = 1 - \alpha \sum_{i=0}^{\left\lceil \frac{L}{k} \right\rceil} \left( \sum_{j=0}^{i} \beta^j \right)$$

(5)

Table 1. The different packet loss rates with $10^{-3}$ BER

<table>
<thead>
<tr>
<th>BCH (255,215,5)</th>
<th>BCH (255,223,4)</th>
<th>BCH (255,231,3)</th>
<th>BCH (255,239,2)</th>
<th>BCH (255,247,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_L$</td>
<td>1.66E-5</td>
<td>3.86E-4</td>
<td>0.74%</td>
<td>10.91%</td>
</tr>
<tr>
<td>$P_H$</td>
<td>1.16E-6</td>
<td>2.81E-5</td>
<td>5.63E-4</td>
<td>0.9%</td>
</tr>
</tbody>
</table>

Recall the earlier studies [2],[11] that when the packet loss rates are less than or close to the order of magnitude of $10^{-4}$, the end-to-end throughputs are almost the same. In other words, it cannot significantly improve the end-to-end throughput to reduce packet loss rate much less than $10^{-4}$, compared to the case of which the packet loss rate is close to $10^{-4}$. As a result, all BCH codes listed in Table 1, except BCH (255, 247, 1), can be available for the proposed scheme while $t$ must be larger than 3 for the conventional FEC mechanism.

That is, under the same utilized ratio of bandwidth resources, the proposed scheme can produce the almost same throughput, compared to those of the existing approaches. However, since a higher code rate’s BCH code can improve the utilized ratio of bandwidth up to $\lambda \log_2(n+1)/k$, we can argue that the corruption-aware TCP with a higher code rate’s BCH code (just with a lower amount of redundancy) could be a better choice for satellite network.

IV. Simulation Results

We use TCP CAIAD [11] as the corruption-aware transport protocol in our experiments and compare its performance with those of TCP SACK [5] and TCP Westwood+ [4] over the various BCH codes, using the ns-2 network simulator [9]. For each experiment, three connections are established through the same edge routers, terminals and GEO satellite, as shown in Figure 2.

In experiments, we perform the file transfer
application for 100 seconds and compare their average goodputs under the following test scenarios:

- 3 connections of TCP SACK with the traditional FEC;
- 3 connections of TCP Westwood+ with the traditional FEC;
- 3 connections of TCP CAIAD with the proposed FEC.
- Respective connections of the various TCP variants with the different FEC schemes through the same bottleneck satellite link.

1. **Goodput performance with packet loss rate incurred by corruption**

We first compare the average goodputs of TCP SACK, TCP Westwood+ and TCP CAIAD over 100 seconds with the different packet loss rate ($P_L$ for TCP CAIAD and $P_H$ for other TCP variants) given in Table 1. Figure 3 depicts the traces of the average goodputs as well as the corresponding BCH codes, based on the scenarios from 1) to 3), where three connections of the same TCP variant are established over the bottleneck satellite link, respectively.

From the figure we can see that the performance of the traditional approach highly depends on the amount of FEC redundancy, and drastically fluctuates as long as the level of FEC redundancy is changed a little. However, in practice it is very difficult to accurately tune the FEC redundancy to meet the level of BER in time since the spatial environment is easily influenced by random factors. Thus, we argue that the throughput jitter cannot be avoided effectively by the traditional approach which runs non-corruption-aware TCP over the standard FEC scheme, unless overmuch FEC redundancy is used (but this will lead to decrease of effective bandwidth).

In contrast, except BCH (255, 247, 1) code, all other BCH codes are available for the proposed cross-layer
approach which runs corruption-aware TCP variant over the revised FEC scheme. In other words, the goodput fluctuation of the proposed scheme is much less than that of the conventional approach and the proposed scheme is much resilient to BER’s fluctuation as well. This benefit may significantly improve the performance stability of the proposed scheme over an unsteady satellite link, compared to those of the existing approaches. Moreover, simulation results show that the proposed scheme can achieve the best end-to-end goodput with BCH (255, 231, 3) code in the simulations. Such performance gain can be anticipated since the proposed FEC decoder only discards those MAC frames where the frame headers contain some unrecovered bit errors in order to significantly reduce the residual packet loss rate, and the proposed FEC decoder leaves the most packets which carry the valid header to be processed by the corruption-aware TCP so as to alleviate throughput jitter due to frequent deflation of cwnd. Thus, the proposed scheme can lead to the highly stable throughput performance even if the used t value is not optimal.

Besides, simulation results also show that in the case of a very high BER, e.g., $10^{-3}$, the corruption-aware TCP alone cannot significantly improve the performance of TCP because of overmany lost packets caused by header corruption (see the goodput of the proposed scheme with BCH (255, 247, 1) code).

Finally, the goodput evolution curves demonstrate the conclusions of [7],[8]. That is, there is an optimal amount of redundancy to add, above which the end-to-end performance degrades instead of improving. This is because FEC has dual effects on TCP throughput performance. On one hand, it increases the achievable end-to-end throughput since FEC can recover a certain level of random bit errors; On the other hand, FEC decreases the effective channel bandwidth because FEC carries some redundant information.

### 2. Fairness performance

Fairness is an important evaluation of TCP performance, by which we can know whether a set of connections of the same TCP variant can share a bottleneck link fairly. In this paper, we evaluate each TCP variant’s fairness performance using the fairness index function defined in [12] which is given in formula (6):

$$F(x) = \frac{\left( \sum_{i=1}^{n} x_i \right)^2}{n \left( \sum_{i=1}^{n} x_i^2 \right)}$$

where $x_i$ is the goodput of the $i$-th TCP connection, $n$ is the total number of TCP connections over the bottleneck link. The fairness index ranges from $1/n$ to 1.0, and 1.0 indicates a perfectly fair allocation of bandwidth.

We estimate the fairness indexes of TCP SACK, TCP Westwood+ and TCP CAIAD based on the same simulations as those of section IV.1. The detailed fairness comparison is given in Table 2.

From the table, it is noted that all TCP variants can achieve rather satisfactory fairness index in most cases, except the case of applying BCH (255, 247, 1) code, and the fairness performance is best while BCH (255, 215, 5) code is used over link layer.

Such phenomenon can be explained since when BCH (255, 247, 1) code is applied over the satellite link with $10^{-3}$ BER, FEC cannot recover the most corrupted packets due to the lower amount of redundancy. This can result in an overlarge end-to-end residual packet loss rate that will eventually lead to traffic starvation within all connections. Thus fairness evaluation can be highly influenced by any slight goodput change among the connections because the denominator value of formula (6) is too small in this case. In contrast, when a lower code rate’s BCH code is employed, the end-to-end residual packet loss rate can be significantly decreased by FEC decoder in link layer, thus fairness performance can be evaluated properly.

Therefore, based on the simulation results, we believe that the proposed cross-layer scheme does not impact the fairness performance of any transport protocol.

<table>
<thead>
<tr>
<th>TCP</th>
<th>BCH(255,215,5)</th>
<th>BCH(255,223,4)</th>
<th>BCH(255,231,3)</th>
<th>BCH(255,239,2)</th>
<th>BCH(255,247,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SACK</td>
<td>1.0</td>
<td>0.99</td>
<td>0.96</td>
<td>1.0</td>
<td>0.67</td>
</tr>
<tr>
<td>Westwood+</td>
<td>1.0</td>
<td>0.91</td>
<td>1.0</td>
<td>0.99</td>
<td>0.67</td>
</tr>
<tr>
<td>CAIAD</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.97</td>
<td>0.80</td>
</tr>
</tbody>
</table>
Friendliness is another important evaluation of TCP performance. A friendly TCP scheme should be able to coexist with other TCP variants and does not cause traffic starvation of other connections or itself. To verify the friendliness performance of the proposed scheme, we establish the respective connection for the various TCP variants over the same satellite bottleneck link, and depict the traces of their goodputs in Figure 4.

By comparing Figure 4 with Figure 3, we can see that the goodputs of the proposed scheme are significantly improved in most cases in Figure 4, except the case of BCH (255, 247, 1) code. This is because the goodputs of the proposed scheme shown in Figure 3 are the average value of the same three connections, but they are not in Figure 4.

From the figure, we can also see that while a higher code rate's BCH code is employed, e.g. either BCH (255, 231, 3) or BCH (255, 239, 2), the goodput of the proposed scheme can get the mostly significant improvement, compared to the cases shown in Figure 3. This is because a higher code rate's BCH code, which carries a lower amount of redundancy, can result in the obviously raised packet loss rates in the existing schemes. Thus non-corruption-aware transport protocol cannot effectively utilize the bandwidth resources due to repeated deflation of congestion window. On the contrary, the proposed scheme can be able to fully utilize the spare bandwidth that is backed off by both TCP SACK and TCP Westwood+.

On the other hand, it is noted in Figure 4 that the goodputs of both TCP Westwood+ and TCP SACK are not significantly decreased compared to the cases shown in Figure 3, except the case of BCH (255, 223, 4) code (the reason will be explained later). This implies that the performance gain of the proposed scheme mainly comes from the spare bandwidth that cannot be used by the non-corruption-aware TCP variants due to the corrupted packets which are discarded by the conventional FEC scheme. In other words, the poor goodputs of TCP SACK and TCP Westwood+ are not caused by the proposed scheme, but by the higher corruption rates.

As an exception, while BCH (255, 223, 4) code is applied, the goodput of TCP SACK drastically decreases, compared to the case of section IV.1. However, it is noted that TCP Westwood+ has the same goodput compared to that of TCP CAIAD. Thus we can affirm that the performance degradation of TCP SACK is not caused by the aggressive policy of the proposed scheme, but by the adaptive decrease congestion control algorithm adopted by both TCP Westwood+ and TCP CAIAD. In particular, this is because TCP SACK halves its congestion window for any loss events, while both TCP Westwood+ and TCP CAIAD adjust their cwnds based on the measured rate of returning ACKs.

V. Conclusions

In this paper, we propose to enable the corruption-aware TCP over the BCH code of FEC so that there is no necessary to find out the optimal amount of FEC redundancy. Our first contribution lies in classifying the FEC code words into header class and data class, and differently processing them. Our second contribution lies in defining a maximum header scope, by which the intermediate nodes have no the necessary to cognize the detailed IP structure of every MAC frame passing through.
From simulation results, we can see that the proposed scheme not only can significantly reduce the throughput jitter but also can highly improve the goodput of TCP over the satellite link with a high BER, compared to the existing approach. Such performance gain is anticipated since the proposed FEC decoder only discards the frame packets of which the headers contain some unrecovered bit errors. Otherwise, the other corrupted packets with valid headers can be passed to a corruption-aware TCP variant, which can eventually trigger the prompt retransmissions with unchanged \textit{cwnd} at the sender side.
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