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Abstract: Internet environment is rapidly being migrated towards ‘mobile’, but the current Internet was historically designed for ‘static’ environment and thus it is inevitably subject to architectural limitations in the mobile-oriented Internet environment. In this paper, we propose a new inter-networking architecture for the mobile-oriented Internet environment. For this, we first identify a set of requirements by analyzing the problems of the current Internet in the viewpoint of mobile-oriented Internet environments. Based on the requirements, we describe the proposed architecture with the three functional building blocks: Host ID and Local Locator (HILL), Dynamic and Distributed Mapping System (DDMS) and Query-First Data Delivery (QFDD). Finally, the proposed architecture is compared with the existing ones in various aspects.

Keywords: Inter-networking, Architecture, Mobile-oriented, Host Identifier, Local Locator, Query-First Data Delivery, Dynamic and Distributed Mapping System.

1. Introduction

In the Internet, the number of mobile hosts such as smart phones and laptop computers are rapidly growing. It is reported that the number of mobile users will be more than 1.6 billion in around 2014 and thus exceed the number of desktop users [1]. In this mobile-oriented Internet environment, the mobility of hosts is no longer special case but normal one. Therefore, the Internet is required to support the mobile hosts in the efficient manner.

However, we note that current Internet was just designed based on fixed hosts. The Internet basically sends data packets with the assumption that the receiving host is a fixed host and its location is always not changed. In fact, this assumption has been contributed the great success of the Internet, especially in the perspective of the scalability. However, the emergence of portable hosts, such as laptop computers, brings a problem of how to effectively deliver the packet to the moving hosts.

Some works have recently been done to address the mobility. First, the Mobile IP (MIP) is a promising approach to deal with this issue [2]. In Mobile IP, the moving host is considered as a special case. To address the variable location of moving hosts, an additional IP address is allocated to the hosts, named Care of Address (CoA). For moving hosts, the CoA is used for routing and the original IP address, home address (HoA), is used for identifier (ID) for the connection management. In addition, the tunnelling or IPv6 extensional header is used to keep a session for the moving hosts.

The Host Identification Protocol (HIP) can be considered as another idea to support the moving hosts [3]. In HIP, a new identifier, named Host Identity Tag (HIT), is assigned to a host, not the host’s interface. Since a host has its own ID and a connection is identified by the ID, the change of IP address by movement does not affect the session continuity for...
moving hosts. To support host mobility, HIP requires an additional mechanism such as MIP because HIP itself does not support it.

The Distributed Mobility Management (DMM) is another approach for mobility support in the Internet [4]. The problem statement of DMM is that the mobility support mechanism using a centralized anchor, e.g. Home Agent (HA) in MIP, may introduce unnecessary traffic into the Internet. To avoid the problem, DMM insists that the mobility agents should be allocated in the distributed manner rather than in the centralized one. The DMM is a concept rather than a specific protocol. So, it can be applicable to various mobility support protocols including MIP and PMIP [5].

How to address the mobile environment is a big issue in Future Internet as well as in current Internet. Among the four Future Internet architectures projects funded by US National Science Foundation (NSF), MobilityFirst (MF) also tries to address the issue of effective support for mobile hosts [6]. MF rather focuses on the possibility of the connectionless of moving hosts. Therefore, the Delay Tolerant Networking (DTN) concept is the basement of the MF architecture. Also, the Globally Unique ID is used for network endpoint for not only a host but also other objects such as user, content, and context.

We note that even though many ideas have been proposed, they have inevitably some limitations because they are still based on the fixed host assumption that original Internet keeps. Therefore, for Future Internet, which is likely to be revolutionarily redesigned for internetworking, we need to design a more efficient architecture for the mobile-oriented Internet environment. In this paper, we propose a new inter-networking architecture for mobile-oriented Internet environment.

The remainder of this paper is organized as follows. First, we identify some requirements for the internetworking architecture in the mobile-oriented Internet environment in Section 2. In Section 3, we describe the proposed architecture and the packet delivery mechanisms in the architecture. Comparisons of the proposed architecture with the existing ideas are discussed in Section 4. Finally, Section 5 concludes this paper.

2. Requirements for Mobile-oriented Internet Environments

The problems of current Internet and the requirements for the architecture in mobile-oriented Internet environment can be summarized as follows [7].

2.1 – Static ID structure

IP address is almost a single identifier (ID) over network, transport and application layers in current Internet. In case of moving hosts, the ID for routing in the network layer should be updated for routing, but the one in the upper layers should be kept for session continuity. This discrepancy requires unnecessary indirect protocols to support mobile hosts.

The allocation of locator (LOC), such as IP address, is also inappropriate in the mobile environment. In case of moving host, the LOC, which indicates the attachment point to the Internet, is likely to change. So, it may be meaningless to assign a changeable ID to a host in the fixed form.

IP address is also allocated to a node’s interface. It means that multiple interfaces need multiple IP addresses. In the multi-homing context, it is very inefficient in the current and future network environment where multiple accesses coexist.

[Requirement 1] ID for identification should be separated from LOC for routing.
[Requirement 2] Static LOC should not assigned to mobile hosts.
[Requirement 3] ID should be allocated to host itself, not host interface.
2.2 – Patch-on and centralized mobility support

In mobile host dominant environment, the mobility support is an essential requirement, not an additional feature. Existing TCP/IP protocols have so far focused on fixed hosts, and thus the mobility support has been considered as just a special or additional functionality. This leads to the development of some mobility protocols in the form of patch-on the TCP/IP protocols. Such mobility control tends to induce unexpected performance degradation such as triangle routing, overuse of proxy agent, etc.

In addition, most of the current mobility schemes are based on a centralized anchor, such as HA. One big problem is that the centralized anchor introduces a large volume of unnecessary traffic to the Internet. In the context of performance, it also tends to make the routing path longer, which results in non-optimal routes and performance degradation. Moreover, the centralized approach is vulnerable to a single point of failure or attack.

[Requirement 4] Mobility support should be provided in the form of built-in rather than patch-on.
[Requirement 5] Forwarding for mobile hosts should be provided in the distributed form.

2.3 – Integrated control with data message

The control messages are usually more mission-critical than normal user data messages. Nevertheless, in most of current Internet protocols, data delivery and control function are integrated and implemented at the same devices, and the data and control traffics are routed along the same path, as shown in the IP and ICMP protocols. Generally mobile environment requires more control messages in more critical conditions. Accordingly, if the control messages are affected according to the user data traffic condition, the performance degradation may be out of boundary for specific services.

[Requirement 6] Control plane should be separated from data plane.

2.4 – A common delivery mechanism for heterogeneous and diverse networks

For data delivery, current Internet assumes a common IP protocol stack over all Internet nodes, according to the famous hourglass model. However, the networks environment will be more heterogeneous, which are ranged from simple lightweight networks to highly reliable networks. For instance, wireless networks are likely to have quite diverse characteristics from sensor networks to cellular networks. Also, the backbone network is evolved to the full optical network with very high bandwidth. Accordingly, a single common delivery mechanism, such as IP protocol, may not effectively support the network heterogeneity and diversity.

[Requirement 7] Use of different protocols should be allowed according to the characteristic of networks.

2.5 – Host-based end-to-end protocol

The host-based end-to-end argument has been a driving force to the success of current Internet. However, this principle also has some disadvantages from the deployment of new technologies, management of networks, and performance perspective. To overcome these obstacles, the network-based protocol or control operations need to be considered in the design of Future Internet.

[Requirement 8] Not only host-based protocol but also network-based protocol should be considered.
2.6 – Routing scalability

Routing scalability is recognized as the most imminent problem of the Internet [8]. The host/network mobility tends to make the current routing scalability problem more critical, since the prefix aggregation may not be achieved in inter-domain routing due to the mobility.

[Requirement 9] Mobility should be considered together with scalability in the new routing and addressing architecture design.

3. Architecture and Data Delivery

Considering the requirements described in Section 2, we propose a new architecture for the mobile-oriented Internet environment. The proposed architecture consists of three main functional blocks: Host ID and Local Locator (HILL), Dynamic and Distributed Mapping System (DDMS), and Query-First Data Delivery (QFDD) as shown in Fig. 1. The brief description for each block is given as follows.

3.1 – Host ID

The proposed architecture is designed with HID-based communication. Therefore, how to design the HID is a key element of this architecture. In this paper, we assume that a HID includes “Domain Name” and “Subscriber ID”. The Domain Name is used to address the scalability issue and the Subscriber ID is used to identify host itself within the domain. We suggest the 128-bit HID to provide compatibility with IPv6 address, as shown in the figure below.

3.2 – Host ID and Local Locator (HILL)

The ID-based communication is a crucial requirement of future networks. Fig. 3 shows the proposed Host ID and Local LOC (HILL) architecture. HILL is basically in pursuit of host ID-based communication and ID/LOC split. In HILL, end-to-end communication is accomplished with globally unique HID. Note that, a global unique locator/address is no longer needed. That is, address/locator has only to be unique within each network.

The HID-based communication has many advantages in terms of multi-homing, mobility and secure communication. Also, the allowance of the use of local locators helps to realize the network diversity and is helpful for the depletion problem of IP address.
3.3 – Dynamic and Distributed Mapping System (DDMS)

In the ID/LOC split architecture, the mapping system between ID and LOC is inevitably required. Since the mapping system should be established in the global scale, the scalability becomes the most crucial issue in the mapping system. In addition to the scalability, the mobility should also be treated as an important point for mobile oriented Internet environment.

Fig. 4 shows the structure of Dynamic and Distributed Mapping System (DDMS). For scalability, the mapping system has the two-level hierarchy for intra-domain and inter-domain operation. If the communication is done between the two hosts within a domain, the LOC searching operation for the destination host is achieved by intra-domain operation among Edge Routers (ERs). On the other hand, if the communication is done between different domains, inter-domain searching is necessary among the ERs that represent their domains, Gateway ERs (GERs).

DDMS has a lot of valuable features for internetworking in the mobile oriented environment such as scalability, mobility and optimal path. The hierarchical structure separates intra-domain and inter-domain operation so as to support scalability. The search operation for distributed ERs will support the dynamics due to the host mobility and provide an optimal path between two communicating hosts.

3.4 – Query-First Data Delivery (QFDD)

If mobile hosts are dominant, the legacy data-driven delivery mechanism may bring inefficiency because the destination ERs will forward the data packets again toward the changed location, and it can incur a huge amount of unnecessary traffic in the Internet.

The Query-First Data Delivery (QFDD) provides a more efficient data delivery mechanism for mobile-oriented Internet environment, which is similar to the mechanism used in the current mobile communication networks [9]. In QFDD, each host should register its location to DDMS, whenever it moves to another place. The host initiating
communication firstly queries the location of corresponding host to DDMS before sending data packets.

![Diagram of Query-First Data Delivery](image)

**Figure 5: Query-First Data Delivery**

In QFDD, since the location of the destination host is known to the initiating host before communication, the optimal path is automatically given and prevents the generation of unnecessary traffic in the Internet.

### 3.5 – Packet delivery

In the proposed architecture, roughly the three kinds of packet delivery scenarios could be considered: intra-domain, inter-domain and roaming as shown in Fig. 6. For each scenario, the brief descriptions are given in the following.

A. Intra-domain

Intra-domain scenario means the communication between the two hosts which are in the same domain. The overall procedure is shown in Fig. 6 (a). Firstly, each host which is newly attached to an access network should be registered to the ER with its HID (1). After that, if a host wants to communicate with the other host, it simply sends a packet with the destination HID to the ER that serves the host (2). The ER receiving the sending packet searches the corresponding LOC based on the destination HID (3). This LOC search operation can possibly be achieved with several mechanisms. When the ER of the destination host receives the search message, it replies to the sending ER with the LOC information of the destination host (4). Now, since the sending ER knows the destination LOC, it can forward the data packets towards the destination host (5).

B. Inter-domain

Inter-domain scenario supports the communication between the two hosts that are located in different domain. As shown in Fig. 6 (b), the inter-domain operation is similar with the intra-domain operation. In this figure, it is assumed that the registration procedure of each host is already completed. If a host sends a packet (1), the serving ER checks whether the HID of the destination host belongs to the same or different domain, in which the domain name information of the HID is used. Then, the ER sends a search query to GER of the domain (2). The GER does the search operation over the inter-domain layer with the GERs of other domains (3). The GER, which is the gateway in the domain where the destination host locates, performs the search operation within its domain (4). The ER of the destination host replies to the ER of the initiating host (5). Now, the communication between two hosts can start (6).

C. Roaming

If a host moved to a visited domain, then the roaming case is applied, as shown in Fig. 6 (c). First, a mobile host moves from a domain to another one (1). In the new domain, the host performs the registration (2) and the registration message is relayed to the GER of the domain (3). The GER in the visited domain sends a de-registration message to the home GER (4). When a host wants to send a data packet to the moved host (5), the search query is
delivered to the GER serving the sending host (6). The search operation is done in the interdomain layer (7), and the GER of the destination host does the search operation within its domain (8). Now, the ER serving the host replies to the sending ER (9). After that, the two hosts can communicate each other (10).

![Diagram showing data delivery scenarios](image)

(a) Intra-domain  
(b) Inter-domain  
(c) Roaming

*Figure 6: Data delivery scenarios*

4. Comparison

Table 1 compares the basic features of the proposed architecture and the existing ones. For ID, HIP and DMM in PMIP use an IP address, whereas the other schemes use the pure ID, not an IP address. For LOC, the proposed scheme uses ‘local’ LOC, whereas the other schemes are based on ‘global’ LOC, i.e. IP address, which induces limitations to the routing scalability. In terms of mapping support, HA of MIP, Rendezvous Server (RVS) of HIP are regarded as ‘centralized’ server, the other schemes as ‘distributed’ servers or system. In data packet delivery, the proposed scheme is based on the ‘query-first’ data delivery for optimal routes, whereas the other schemes can be viewed as are ‘data-driven’ approaches which tend to induce ‘non-optimal’ routes. Finally, the proposed scheme, DMM in PMIP and MF use the distributed mobility control, whereas the other schemes use the centralized mobility control.
Table 1: Comparison of the proposed architecture with the existing architectures

<table>
<thead>
<tr>
<th>Features</th>
<th>MIP</th>
<th>HIP</th>
<th>DMM in PMIP</th>
<th>MobilityFirst</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>Host: IP address(HoA)</td>
<td>Host: Hashed public key</td>
<td>Host: IP address (HoA)</td>
<td>Host, content, etc.: GUID</td>
<td>Host: 128-bit HID</td>
</tr>
<tr>
<td>LOC</td>
<td>Global: IP address(CoA)</td>
<td>Global: IP address</td>
<td>Global: IP address(CoA)</td>
<td>Global: IP address</td>
<td>Local: L2/L3 LOC</td>
</tr>
<tr>
<td>Packet delivery</td>
<td>Data-driven</td>
<td>Data-driven</td>
<td>Data-driven</td>
<td>Data-driven</td>
<td>Query-First</td>
</tr>
<tr>
<td>Optimal Routes</td>
<td>Not Supported</td>
<td>Supported</td>
<td>Supported</td>
<td>Partly supported</td>
<td>Supported</td>
</tr>
<tr>
<td>Mobility Control</td>
<td>Centralized</td>
<td>Centralized</td>
<td>Distributed</td>
<td>Distributed</td>
<td>Distributed</td>
</tr>
</tbody>
</table>

Table 2 shows how each of the candidate schemes satisfies the requirements specified in Section 2. Note that the existing schemes do not support all or some of those requirements, but the proposed scheme meets all the requirements.

Table 2: Comparison in terms of the requirements

<table>
<thead>
<tr>
<th>Req. No</th>
<th>MIP</th>
<th>HIP</th>
<th>DMM in PMIP</th>
<th>MobilityFirst</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>6</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>7</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>8</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>9</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, we propose a new inter-networking architecture for the mobile-oriented Internet environment. For this, we first identify a set of requirements by analyzing the problems of the current Internet in the viewpoint of mobile-oriented Internet environments. Based on the requirements, we describe the proposed architecture with the three functional building blocks: HILL, DDMS, and QFDD. From the analysis, we can see that the proposed architecture shows necessary features and satisfies the requirements for in mobile-oriented environment.

This work is being progressed as a part of a Korea government funded project on future Internet [10]. For future works, we plan to implement the architecture on top of Linux platform and eventually over Future Internet Experimental Facilities, such as the FIRST testbed of Korea, and further the global testbed of GENI and FIRE.
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